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Abstract. 
 
On July 11, 2016, the mobile legends game was first released on the Indonesian server, and became one 
of the first MOBA games to enter the e-sports branch in Indonesia. The popularity of this game is 

growing rapidly, reaching more than 500 million downloads in the play store, and reaping a lot of 
controversy from mobile legends players. So that people create content and express their concerns 
through social media Twitter in the form of uploads and tweets. This makes the writer want to know how 
the public sentiment towards mobile legends online games on Twitter social media. The purpose of this 
research was to analyze how people's opinion about the Mobile Legends Online Game uses the Naïve 
Bayes Classifier method and to find out the level of accuracy that is obtained automatically by the 
system. As well as doing manual testing of the Confusion matrix from the results obtained. in classifying 
tweets. The results of community tweets taken using the data scraping method totaled 217 tweets and 
became a dataset, after the preprocessing process the tweets totaled 199 and became data testing, after 

being labeled it showed 100 positive tweets, 25 negative and 74 neutral. The level of accuracy obtained 
using the Naïve Bayes Classifier method is 80% with 104 positive tweets, 7 negative tweets and 88 
neutral tweets. With a precision value of 83% positive, 100% negative and 76% neutral. The recall 
values obtained were 86% positive, 28% negative and 91% neutral. As for the F1-Score values obtained 
84% positive, 44% negative and 83% neutral. 
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I. INTRODUCTION 

Mobile legends is one of the moba games that is very popular among teenagers and children, the 

number of downloads of the Mobile Legends game has reached more than 500 million downloads in the 

Indonesian playstore. Mobile Legends was released on the Indonesian server on July 11 2016 and became 

one of the games included in the E-Sport branch. Cannot be separated from the many downloads of the 

Mobile Legends game, the Mobile Legends game has reaped a lot of controversy from many people, in terms 

of gameplay and Toxic words.This has made many people express their opinions through social media, 

because social media is a very popular digital communication platform for various internet users, as a means 

of communication and conveying public concerns. Specifically on the social media Twitter, Twitter is a 

social networking service that allows its users to post text, images and videos known as tweets, and some 

previous research also used Naive Bayes as an algorithm to classify opinions such as research [1]–[4], to 

analyze opinion sentiment in the community and retrieve data from Twitter[5] 

[6]Many public opinions regarding the Mobile Legends game appear every day on popular websites 

that provide commenting services such as Twitter, Facebook and Instagram. The large number of opinions in 

the form of text and videos spread on social media, especially on Twitter, is an attraction for researchers to 

use this data as sentiment analysis, based on previous research entitled. Classification of poor communities 

using the naïve bayes method and sentiment analysis of the 2014 presidential candidates based on opinion 

from twitter using the naïve bayes classifier method. Sentiment analysis is a way to classify a tweet data into 

positive or negative data. Naive Bayes Classifier is a classification method based on an algorithm based on 

Bayes' theorem [7]. The tweet that is the object of this research is about the Mobile Legends Online Game. in 

this research python makes a model to classify or classify a "tweet" into positive, negative and neutral 

sentiments. 
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II.  METHODS  

 
Fig 1. Research Flow 

1. Scrapping Data 

This is an activity carried out by taking tweets from Twitter using Python, directly to obtain the 

information needed for research. Scraping on Twitter was taken from 01 January 2023 - 20 July 2023 by 

getting 217 tweets. 

2. Preprocess 

It is an activity in cleaning a document that has been taken through the scraping stage such as 

cleaning tweets, case folding, tokenaizing, stop words, word stemmer. 

a. Cleaning 

Is a process carried out to clean tweets from features that are not needed. 

b. Case Folding 

In a tweet, there are often many differences in the use of letter forms. In this section, all capital letters 

are changed to lower case to make them uniform. 

c. Tokenizing 

Is a process carried out to divide sentences into several parts or words based on punctuation marks such 

as dots, periods and other marks. 

d. Stopword Removal 

Is a process carried out to remove words that are not needed. 

e. Stemmer 

Is the process of making words that have affixes turn into basic words according to Indonesian, for 

example, arrange becomes arrange, beginner becomes start, and play becomes play. 

3. Labeling 

is the process of classifying tweets into positive, negative and neutral sentiment using the textblob 

library.  

4. Classification 

This is an activity in converting tweet data into sentiment whether positive, negative or neutral using 

the Naive Bayes Classifier method. 

 

III.  RESULT AND DISCUSSION  

 Scrapping Data 

Data collection in this study began with searching for previous journals related to this research, then 

scraping the data using Google Colab. Then the reprocessing process is carried out after that the 

classification is carried out. 

a) datasets 

The dataset is the initial data taken in the form of Indonesian text taken from the twitter.com website. 

data retrieved for this research using search_keyword(query: "Mobile Legend ", until : "2023-07-20" since : 

"2023-01-01" , lang="id", limit=1000), information request. The tweets taken are posts from several Twitter 

account users. 
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Fig 2. Scraping Data 

Preprocessing Process 

Data that has been taken in csv form will then be preprocessed in this process to remove words that 

do not affect the classification process. This process reads all tweets in Json form, so when this process is 

complete the results of the preprocessed data will be stored in excel form. The following is the process of 

preprocessing. 

a) Text Preprocessing 

Steps before labeling and classifying tweet data. This step includes clean tweets, case folding, 

tokenizing, stopwords and stemmers. 

 
Fig 3. Clean Tweet 

 

 
Fig 4. Preprocessing Results 
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Labeling 

Labeling is the process of classifying tweets into positive, negative and neutral sentiments. As a 

comparison that will be carried out on the classification using the Naive Bayes Classifier method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5. Tweet Score 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 6. Classification 

 

Classification Naïve Bayes Classifier 

Sentiment is determined by calculating the probability of document scraping with reference to 

sentiment classification, this is done automatically using the Naïve Bayes Classifier algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 7. Classification Naïve Bayes Classifier 
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Fig 8. Diagram Classification 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 9. Acuraccy 

 

Testing the Confusion Matrix 

Data on sentiment classification 199 data. Positive 100 data, Negative 25 data, Neutral 74 data. 

Data on the classification of the Naive Bayes Classifier Positive 104 data true positive 87, false negative 

11, false neutral 6. Negative 7 data true negative 7, positive flase 0, false neutral 0. Neutral 88 data true 

neutral 67, false positive 14, false negative 7 . 

Tp, Tnet, Tneg = data true (data match) 

Fp, Fnet, Fneg = data false (data does not match) 

TF = true + false data result 

AB = accuracy result 
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Table 1. Data true and False 

 Positif Negatif Netral 

Positif 87 11 6 

Negatif 0 7 0 

Netral 14 7 67 

 

Precision 

1 Precision positif confusion matrix : 

    

 

2 Precision negatif confusion matrix : 

   

3 Precision netral confusion matrix : 

    

 

Recall 

a) Recall positif confusion matrix : 

 

 

 

b) Recall negatif confusion matrix : 

 

 

 

c) Recall netral confusion matrix : 

 

 

 

F1-Score 

a) F1-Score positif confusion matrix : 

 

 

 

b) F1-Score negatif confusion matrix : 

 

 

 

c) F1-Score netral confusion matrix : 

 

 

 

Akurasi 

Akurasi confusion matrix : 
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IV.  CONCLUSION  

The Naïve Bayes method can analyze sentiment well. The trials were carried out using real-time 

testing data, and were classified as positive, negative or neutral sentiments. The Naïve Bayes Classifier 

method is also very effective in classifying sentiments up to an accuracy rate of 80%. 
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