
International Journal of Science, Technology & Management                                                                                    ISSN: 2722 - 4015 

http://ijstm.inarah.co.id 

  478 

 

AI Ethics Implementation In Indonesia Hospitals: Challenges Or Opportunities 
 

Arnastya Iswara Sanantagraha1*, Harco Leslie Hendric Spits Warnars1, 
Harjanto Prabowo2, Sfenrianto3, Erlina Puspitaloka Mahadewi4 

 
1 Computer Science Department, BINUS Graduate Program – Doctor of Computer Science, 

Bina Nusantara University, Jakarta, Indonesia. 
2 Management Department, BINUS Business School Undergraduate Program, 

Bina Nusantara University, Jakarta, Indonesia. 
3 Information Systems Management Department, BINUS Graduate Program – Master of Information Systems 

Management, Bina Nusantara University, Jakarta, Indonesia. 
4 Universitas Esa Unggul, Jakarta, Indonesia. 

*Corresponding Author: 

Email: arnastya.sanantagraha@binus.ac.id 

 
 

Abstract. 
 
In the last five years, the technology adoption in Indonesia has begun to use advances in 
artificial intelligence (AI) ethics to improve healthcare services. This change has had a 
significant impact on several institutions, especially the hospital industry. This paper 
provides an overview of hospital institutions in Indonesia that are implementing AI ethics. 

AI ethics comprehensive review of 54 papers from the Scopus, PubMed and Google 
Scholar database was used to develop our methodology. The existing literatures, which 
includes studies from various disciplines such as education, healthcare, information 
communication technology (ICT), licensing, law, hospitality, and economic services, 
demonstrated the widespread implementation of AI in these fields. We have found 
potentiality benefit of AI implementation in Indonesian hospital which focusing on 
increasing patient outcomes and also equalizing of healthcare service. This output can be 
done with find out the strategy to maximizing its benefit and paralely to decrease and 

minimizing the rise of ethic risk. This review concludes that AI implementation in 
Indonesian Hospital come with significantly opportunity for increasing patient healthcare 
outcome and equality of healthcare services. We provide a new view for organizing 
governance research, that identifies gaps in the existing literature speciality in healthcare 
and suggests future directions, for research utilizing technology in AI ethics. 
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I. INTRODUCTION 

 In various parts of the world, the use of artificial intelligence (AI) in hospitals is increasing and 

promises many benefits for the distribution of health services[1] However, the adoption of AI raises many 

questions and concerns[2] as well as ethical violations[3]. Adoption of AI in the healthcare industry is full of 

challenges, especially in adopting this technology, which requires seriousness in anticipation and 

planning[4]. A holistic review of the most recent academic discourse including from health practitioners is 

still needed even though research on AI ethics in hospitals has been carried out[5]. This is to support 

monitoring the implementation of AI Ethics in the future[6]. Furthermore, specifically for the context in 

Indonesia, an understanding of the challenges and practical opportunities is very important for the success of 

AI implementation.    

Defining AI Ethics in Healthcare 

Based on previous literature, a number of ethical principles and considerations relevant to the 

implementation of AI in healthcare have been performed[7]. Put simply, if we put these points together, then 

in the context of health, AI Ethics can be understood to be the framework[8] of principles and guidelines that 

rule the development, application, and use of AI technology in healthcare for responsible[9], safe, fair, and 

beneficial application to patients[10], healthcare workers, and society in general[3]. This paper answers the 

several ethical dimensions and challenges brought up by these unique capabilities in potentially exerting 

influence on how AI will be put to use within healthcare[11]. There are key principles of AI Ethics in 

Healthcare such as beneficience, non-maleficence[12], autonomy[13], justice and equity[14][12], 

explainability, transparancy[15], privacy and security[16], also accountability and responsibility[9][17]. 

http://ijstm.inarah.co.id/index.php/ijstm/about/submissions
mailto:arnastya.sanantagraha@binus.ac.id


International Journal of Science, Technology & Management                                                                                    ISSN: 2722 - 4015 

http://ijstm.inarah.co.id 

  479 

 

Adhering to and implementing these principles is critical to ensuring that AI systems are developed and used 

ethically, safely and effectively in healthcare settings[18]. Implementing ethical principles and practices in 

healthcare is not easy and requires addressing several challenges and opportunities such as data bias[19], 

lack of transparency and clarity[20], privacy and data security issues, impact on healthcare professionals[7], 

[21], public trust and acceptance[17], [22]. While the existence of these challenges[23] from previous 

literature emphasizes the opportunities for AI to significantly improve healthcare delivery[24], by addressing 

these ethical considerations and developing a robust framework for responsible AI implementation, hospitals 

in Indonesia can leverage AI to improve patient care, increase efficiency, and contribute to a more just and 

equitable healthcare system[25]. Based on the previous studies and the conversation history, a contextualized 

benefits of AI in Indonesian Hospitals can become a research gap exist that can be addressed to this study. 

Many studies highlight the general benefits of AI in healthcare, but there is limited specific exploration of 

how these benefits might manifest in Indonesian hospitals[3], [9], [26], [27]. This research aims to provide 

support for these disparities or gaps in ethical considerations, especially related to the implementation of AI 

in Indonesian hospitals by exploring the questions: What are the potential benefits of AI implementation in 

Indonesian hospitals, particularly in terms of improving patient outcomes and healthcare equity, and how can 

these benefits be maximized while minimizing ethical risks? 

Ethical Considerations for Maximizing Benefits 

AI has big potential to revolutionize healthcare service in Indonesia, which can give a lot of benefit 

to patients, doctors, and comprehensive healthcare system. However, they consistently highlight that 

successfully open those potential is dependent on precise understanding to the AI ethics landscape in 

healthcare services environment[28]. AI consideration is not just an afterthought but basic requirements for 

maximize AI benefit and reduce risk potential[29]. They are various domains AI can dramatically enhance 

Indonesian healthcare such as improving accuracy and speed in diagnosis and treatment[30], boosting 

efficiency and resource optimization[31], expanding healthcare access[32], accelerating medical 

research[33]. Eventhough we are acknowledging AI’s vast potential, previous studies consitently stress that 

realizing the benefits in Indonesian hospitals depends on addressing ethical consideration throughout the AI 

lifecycle[34]. This includes responsible development, deployment, and ongoing monitoring and evaluation of 

AI system. Detail discussion in previous studies speak about Patient Well-being and Autonomy at the 

Forefront[35], Protection of Patient Privacy and Data Security[36], Combating Algorithmic Bias[37] and 

Ensuring Fairness, Transparency and Explainability as Pillars of Trust[38], Data Governance and 

Cybersecurity: Protecting Patient Data. 

Based on previous academic literature and insights from healthcare practitioners in Indonesia, 

synthesizing those resources in this SLR seeks to provide a comprehensive understanding of the ethical 

landscape surrounding the application of AI in Indonesian hospitals. This is expected to form the basis for 

the development of guidelines and recommendations that are appropriate to the Indonesian context, in order 

to ensure the responsible and beneficial use of AI in the context of healthcare. 

 

II.  METHODS  

Our research approach is to apply a systematic literature review. This type of approach will utilize a 

way of evaluating and understanding all the scientific work that we find and that is related to a particular 

research question, topic, or recent phenomenon[39]. We use the PRISMA guidelines as a guide in carrying 

out this research process so that we can have output in the form of accurate knowledge realization[40]. We 

carried out the research stages in this method using several steps, such as search process, inclusion and 

exclusion criteria, and data extraction[41] with criteria tailored to a particular topic, utilizing academic 

indexing databases, adding a new database if the specific search key did not find the specific criteria we 

determined, assessing the quality of each document, and more accurate content checking manually. 

Search Process 

A literature review search was processed in the following three academic database: Scopus, PubMed 

and Google Scholar. Initially, we used a keyword: ((AI OR artificial intelligence) AND (challenge OR 

opportunity) AND (healthcare OR hospital) AND Indonesia). Results from the academic databases of 
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Scopus, PubMed, and ACM were searched but did not produce any results at all. So we deleted the keyword 

'Indonesia', then did a literature search in the three academic databases, and acquired the number of 

literatures according to Figure 1. Until the last stage, the ACM output could not be processed because there 

was no relevance to our research topic. To complete the literature providing the context of AI 

implementation in Indonesia, we tried to use Google Scholar with the initial keyword and obtained the 

relevance of the paper according to the table. 

No. 
Academic 

Database 
Keyword Result 

1 Scopus 

TITLE-ABS-KEY ( ( artificial AND intelligence ) OR ( ai ) AND 

ethics AND ( challenge OR opportunity ) AND hospital ) AND 

( LIMIT-TO ( LANGUAGE , "English" ) ) AND ( LIMIT-TO 

( OA , "all" ) ) 

14 

2 Pubmed 
((artificial AND intelligence) OR ai AND ethics AND (hospital OR 

hospitals OR healthcare) AND (challenges OR opportunity)) 
34 

3 
Google 

Scholar 

( ( artificial AND intelligence ) OR ( ai ) AND ethics AND 

( challenge OR opportunity ) AND hospital ) AND Indonesia) ) 
4 

                               Fig 1. Academic Databases, Keywords and Results 

Inclusion and exclusion criteria 

The eligibility criteria are specified as inclusion and exclusion criteria in Figure 2. We stipulated that 

the selected documents had to be aligned with the inclusion and exclusion criteria to fit the scope of our 

research. Since the keywords are utilized in academic databases, the related papers are referred to as 

‘discovered studies. After the papers are read based on the relevance of the title, abstract and content of the 

paper to our research topic, we download the papers.If the title is not enough to determine whether to include 

the paper as a candidate, the abstract is then read. If the title and abstract match the previously set research 

question, then the paper will be downloaded for further observation. The papers that have been successfully 

downloaded are referred to as ‘candidate studies’. All ‘candidate studies’ are read thoroughly to find answers 

to the research questions. These papers are the ones that will be used in the study as ‘selected studies’. Papers 

are excluded based on the publication date (before 2020), discussions that are out of context of our research 

topic such as the phrases ‘ethics’, ‘ethically’, ‘AI’, Artificial Intelligence, ‘challenges’, ‘opportunity’, 

‘healthcare’ or ‘hospital’. This is done so that we can gain new knowledge and information from previous 

research and can obtain quality literature from trusted sources. Duplicate papers from the same study are also 

excluded in the SLR. This SLR has limitations because it focuses on the study of AI Ethics applied in 

Indonesian hospitals.  

No. Inclusion No. Exclusion 

1 Published between 2020 – 2024 1 Did not focus on AI Ethics 

2 
Mention Ethics, AI, Artificial Intelligence, 

Challenges, Opportunity, Healthcare or Hospital 
2 Did not mention word ‘Ethics’ 

3 Publication stage is final 3 Did not have DOI 

4 Document type is Article 4 Only focus on AI Technology 

5 Written in English   

Fig 2. Inclusion and exclusion criteria (documents published between 2022-2024) 

Data extraction 

This study began in November 2024 and examined 11,125 papers. The page numbers per source are 

summarized in Figure 3. Among the 11,125 papers, there were 3 duplicated papers and 11,122 that had titles 

and abstracts related to the research question. However, after further examination, only 144 papers could be 

included in this research as 'candidate studies'. After going through a more in-depth literature review 

research, there were 52 papers as papers with the label 'selected studies'. 

No. Academic Database Studies found 
Candidate 

studies 

Selected 

studies 

1 Scopus 8263 33 14 

2 PubMed 1949 69 34 

3 Google Scholar 864 13 4 

Fig 3. Number studies in selected sources 
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PRISMA diagram 

The PRISMA flow diagram (Figure 4) presents a visual representation of the study selection process. 

It illustrates the number of records identified, screened, included, and excluded at each stage of the review. 

As shown in Figure 4, a total of 54 studies met the inclusion criteria and were included in the final analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     

Fig 4. PRISMA flow diagram 

 

III.  RESULT AND DISCUSSION  

Based on previous studies, we have found potentiality benefit of AI implementation in Indonesian 

hospital which focusing on increasing patient outcomes and also equalizing of healthcare service. This output 

can be done with find out the strategy to maximizing its benefit and paralely to decrease and minimizing the 

rise of ethic risk.The particular literature consistently highlights the potential of AI to increase patient 

outcome significantly in various medical speciality. This matter found based on the capability of AI to 

increasing accuracy of diagnostic, especialy deep learning which show extraordinary accurate to interpretant 

medical images and other type of diagnostics. In example, a study highlighted[42]. showed that AI 

successfully achieved high accuracy in identifying tumor-damaged tissue in histopathological images. 

Another example AI capability is potentially leading to faster and more acurate detecting of 

diseases[43][44][45], [46]. AI also has its capability to personalize healthcare planning as AI can analyzing 

large data of patients including medical records, genetic information, and lifestyle factor for developing 

personalize healthcare planning[14]. Personalizing approach can be optimized the effectiveness of healthcare 

services with reducing side effects. This study[47] discuss how AI can help determine optimal treatment and 

dosage based on individual patient factors. Another study how AI improving treatment outcomes[45] and 

managing chronic condition such as heart failure, allowing for more targeted intervention and potentially 

reducing hospital readmission[44]. AI also can identify patient which has risk in particular condition or has 

complication. This predictive capability potentially to intervention in early management to solve any 

healthcare problems to improve outcomes[48]. 

 The study mentions how AI use in neonatology for predicting complications[49]. While lots of 

literatures only focus on the potential AI in healthcare system which already mature, the implementation of 

AI in development country such as Indonesia with limited resources will has promising for advancing 
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healthcare equity. Based on the previous studies we can enhance healthcare equity: Which AI help overcome 

geographical barriers and resource constraints to provide quality healthcare access to underserved 

populations in Indonesia? Examining the potential for telemedicine, remote monitoring[50], and AI-powered 

diagnostic tools in rural areas could be beneficial. Previous study[51] mentions mobile diagnostic clinics 

which could be explored in relation to AI's potential in Indonesian healthcare equity. Another benefit and 

potential AI outcomes is increase efficiency and reduce costs with the question: Can AI automate tasks, 

streamline workflows, and optimize resource allocation in Indonesian hospitals, leading to cost savings and 

improved healthcare delivery? Research should consider the specific resource constraints and operational 

challenges within the Indonesian healthcare system. Many literature which found speaks of AI's role in 

integrating clinical systems[52], which may address some of these challenges[18]. AI also can empower 

mobile diagnostic clinics with advanced diagnostic capabilities, bringing essential healthcare services to 

underserved populations[53]. Combining AI with mobile healthcare initiatives, as suggested by Source, can 

be a powerful strategy for expanding healthcare access in Indonesia.  

While the potential benefits of AI in Indonesian hospitals are substantial, realizing these benefits 

ethically and responsibly requires addressing potential risks[54] and implementing safeguards such as 

developing context-specific ethical guidelines which crucial in Indonesian context. Another consideration is 

regarding Indonesian culture which must always highlight their local cultural values and sensitivities. For 

example, study discusses the importance of respecting cultural norms in AI implementation[3]. Regarding 

previous literatures, there is need regulatory alignment and guidelines in existing healthcare regulations and 

data protection laws in Indonesia. They emphasizes the need for legal and ethical frameworks to govern AI 

development and deployment[53]. Several other important things to consider about how challenges or 

opportunities can be utilized as benefits in the application of AI that are in line with local ethics are 

addressing data bias, promoting fairness[19], for example from a study related to underscores the need for 

divers' datasets to avoid algorithmic bias[3]. Another thing is to provide certainty of privacy and security of 

patient data. This is urgent considering that recently there have been cases of violations of personal data that 

have been leaked in the regulatory environment. Of course, there must be an acceleration in the creation of 

policies such as the PDP Law in Indonesia including the implementation of cybersecurity for patient data 

security and transparency in the use of patient data[53]. The last and most important thing is for the success 

of the implementation of AI in the long term. The need to conduct a cost-effectiveness analysis, integration 

with existing infrastructure and expediting the implementation in a feasible pilot project so that it can be run 

on a wider scale. 

 

IV.  CONCLUSION  

Chemical This study consistently emphasizes AI's potential to revolutionize healthcare in Indonesia. 

There are key benefits identified include enhanced diagnostic accuracy and personalized treatment, improved 

healthcare equity, increased efficiency and potential cost reductions. However, the study also cautions that 

realizing these benefits responsibly necessitates careful consideration of ethical risks and the implementation 

of appropriate safeguards which has some key considerations highlighted include developing context-

specific ethical guidelines, addressing data bias and promoting fairness, ensuring privacy and security of 

patient data, developing education and training programs.This review concludes that AI implementation in 

Indonesian Hospital come with significantly opportunity for increasing patient healthcare outcome and 

equality of healthcare services. However, achieving the benefits sustainably requires a proactive approach 

regarding ethical conciderations. Prioritation for development and implementation of responsible AI, 

Indonesia can harness AI's power to transform its healthcare system for the benefit of all. 
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