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Abstract. 
 
People's shopping patterns and behaviors continue to develop along with technological advances 
and lifestyle changes, thus requiring retail business actors, especially supermarkets, to better 
understand their customers' interests and preferences. In this context, accurate analysis of 
customer shopping interests is very important to improve customer satisfaction and optimize 
marketing strategies. One solution that can be implemented to analyze people's shopping interests 

is the application of the K-Nearest Neighbors algorithm, a simple yet effective nearest neighbor-
based classification method for recognizing patterns from existing data. This study aims to apply 
the K-Nearest Neighbors algorithm to classify people's interest in shopping at supermarkets. This 
study also evaluates the effectiveness and performance of the algorithm in the context of business 
decision-making in the retail sector. The research methodology includes collecting data on people's 
shopping interests, data pre-processing, implementing the K-Nearest Neighbors algorithm, and 
evaluating model performance using evaluation metrics such as accuracy, precision, recall, and 
F1-score. The results of this study indicate that the K-Nearest Neighbors algorithm is able to 

achieve an accuracy of 88%, with precision, recall, and F1-score all reaching 92.86%. These 
results indicate that the K-Nearest Neighbors model is very effective in classifying people's 
shopping interests, with a low error rate. The resulting confusion matrix also shows the model's 
ability to identify customers who are interested in shopping with little prediction error. This study 
concludes that we can rely on the K-Nearest Neighbors algorithm to analyze people's shopping 
interests in supermarkets. This model not only shows good performance in classification but also 
has great potential to be implemented in recommendation systems and customer segmentation in 
the real world. This study contributes to the development of consumer behavior analysis methods in 
the retail sector, as well as providing a basis for further research to explore other algorithms or 

combinations of techniques to improve the accuracy and effectiveness of classification models. 
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I.  INTRODUCTION 

Brastagi Supermarket, located in Rantauprapat, Labuhanbatu Regency, is known as one of the main 

shopping centers in the area. This supermarket offers a wide range of daily necessities, from fresh food such 

as local fruits to household products and other daily supplies. With complete product availability and 

competitive prices, Brastagi Supermarket plays an important role in advancing the local economy and 

meeting consumer needs well. Brastagi Supermarket is known not only for its diverse product choices but 

also for its high standards of cleanliness. By prioritizing the cleanliness of the room and products, this 

supermarket provides a guarantee of the quality and safety of the goods sold to customers. In terms of 

hygiene, the products offered are always kept clean, be they fresh food, packaged food, or other household 

goods. In addition, friendly and professional service is another advantage of Brastagi Supermarket. The staff 

are trained to provide assistance to customers politely and responsively, creating a pleasant and comfortable 

shopping atmosphere for all visitors. The combination of quality products, maintained room cleanliness, and 

friendly service makes Brastagi Supermarket the main choice for the people of Rantauprapat and its 

surroundings in meeting their daily needs. Although Brastagi Supermarket is known for its high standards of 

cleanliness and service, it is undeniable that some shoppers occasionally experience less than satisfactory 

experiences.  

Some complaints that may arise include the quality of certain products that are less fresh or wilted, 

which may affect the customer's shopping experience. Nevertheless, Brastagi Supermarket management 

continues to strive to improve quality control to ensure that all products available are sold in the best 

condition. It is important to remember that shopping experiences can vary from customer to customer and 

from time to time. Brastagi Supermarket management is always open to customer feedback and is committed 

http://ijstm.inarah.co.id/index.php/ijstm/about/submissions
mailto:mhd.halmidar@gmail.com


International Journal of Science, Technology & Management                                                                                     ISSN: 2722 - 4015 

 

http://ijstm.inarah.co.id 

1253 
 

to continuously improving service standards and product quality. By improving and managing customer 

feedback, Brastagi Supermarket aims to maintain its reputation as a reliable and quality shopping destination 

in Rantauprapat and surrounding areas. From the information that has been presented previously, it is clear 

that Brastagi Supermarket has a fairly strong reputation in Rantauprapat. The positive side includes the 

variety of products offered, the cleanliness of the room, and the friendly service. This makes this 

supermarket the main choice for many people for meeting their daily needs. However, as highlighted, there is 

also a negative side, which includes some complaints about the quality of certain products or less than 

satisfactory shopping experiences for some buyers. 

 To better understand the dynamics of public interest as buyers at Brastagi Supermarket, research can 

focus on collecting data on consumer preferences, their perceptions of product and service quality, and the 

factors that influence their purchasing decisions. By using methods such as surveys or direct interviews with 

customers, this research can produce valuable insights for supermarket management on improving the 

shopping experience and building stronger relationships with their loyal customers.Research on the public 

interest as buyers at Brastagi Supermarket will be conducted using the K-Nearest Neighbors (KNN) method 

[1], [2]. The KNN method was chosen because of its simplicity and effectiveness in classifying data based on 

the proximity between new data samples and existing data [3], [4]. In the context of this research, KNN will 

be used to analyze the public's shopping patterns and preferences by grouping respondents based on certain 

characteristics, such as shopping frequency, types of products purchased, and levels of satisfaction with the 

quality and service at Brastagi Supermarket [5]. By applying the KNN method, this study will identify 

consumer groups with similar preferences, making it possible to understand the factors that most influence 

shopping interest at Brastagi Supermarket. The results of this analysis are expected to provide a clearer 

picture of the different market segments and their specific needs, which in turn can help supermarket 

management design more effective marketing strategies and improve service quality in accordance with 

customer expectations. 

 

II.  METHODS  

Research on public interest in Brastagi Supermarket will be conducted using the K-Nearest 

Neighbors (KNN) method within a data mining framework, with stages that follow the Knowledge 

Discovery in Databases (KDD) process [6], [7]. The KDD process begins with the data selection stage, 

where relevant data on public preferences and shopping behavior is collected from various sources [8]. Next, 

the data pre-processing stage is carried out to clean and integrate the collected data, ensuring that the data is 

free from noise and ready to be analyzed. The preprocessing stage is the stage carried out to select the data 

that will be used in this study. With preprocessing, the problems that will arise will also be small. So for this 

stage, the data will be truly selected based on the eligibility of the data that has been set or become the 

provisions in this study.  

Data transformation is then carried out to change the raw data into a format that is suitable for 

further analysis. The transformation stage is the stage carried out to change the data format used in this 

study, adjusting to the needs of this study. So in this study, the data used, namely Excel data, will be changed 

according to the provisions and needs of the study. After the data is ready, the data mining stage using the 

KNN method is carried out to identify patterns and trends in people's shopping preferences [9], [10]. The 

KNN method will group consumers based on their similar characteristics, such as shopping frequency, types 

of products often purchased, and levels of satisfaction with Brastagi Supermarket services. The final stage of 

KDD is the evaluation and interpretation of the patterns found, which will provide valuable insights into the 

factors that influence people's interests. The results of this study are expected to help Brastagi Supermarket 

develop more effective marketing strategies and improve services to better meet customer needs and 

preferences. 

 

III.  RESULT AND DISCUSSION  

The selection stage is a stage used to collect the data that will be used in this study. So this study will 

use data from people who are buyers at Brastagi Supermarket. For the data used in this study, there are 2 data 
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sets: the first is training data, and the second is testing data. Training data in data mining is a subset of data 

used to train the model to recognize patterns and make accurate predictions. This data contains examples that 

have been labeled, which helps the algorithm understand the relationship between input and expected output. 

The training data is shown in Table 1. 

Table 1. Training Data 

Respondents Location Product Quality Service Cleanliness Parking Category 

Respondent01 Easy to Reach Good Friendly Clean Wide Interest 

Respondent02 Easy to Reach Good Friendly Clean Wide Interest 

Respondent03 Easy to Reach Good Friendly Clean Wide Interest 

Respondent04 Easy to Reach Good Friendly Clean Wide Interest 

Respondent05 Easy to Reach Good Friendly Clean Wide Interest 

Respondent06 Easy to Reach Not Good Not Friendly Not Clean Narrow Not Interested 

Respondent07 Hard to Reach Not Good Not Friendly Not Clean Narrow Not Interested 

Respondent08 Hard to Reach Not Good Friendly Not Clean Narrow Not Interested 

Respondent09 Easy to Reach Good Not Friendly Clean Wide Interest 

Respondent10 Easy to Reach Good Friendly Clean Wide Interest 

Respondent11 Hard to Reach Good Friendly Clean Wide Interest 

Respondent12 Easy to Reach Good Friendly Clean Wide Interest 

Respondent13 Hard to Reach Not Good Not Friendly Not Clean Narrow Not Interested 

Respondent14 Hard to Reach Good Not Friendly Not Clean Narrow Not Interested 

Respondent15 Easy to Reach Good Friendly Clean Narrow Interest 

Respondent16 Easy to Reach Good Friendly Not Clean Wide Interest 

Respondent17 Hard to Reach Not Good Not Friendly Not Clean Wide Not Interested 

Respondent18 Easy to Reach Not Good Friendly Clean Wide Interest 

Respondent19 Easy to Reach Good Friendly Clean Wide Interest 

Respondent20 Hard to Reach Not Good Not Friendly Clean Narrow Not Interested 

Table 1 above is the training data that will be used to help the data classification process, so the 

training data above will later train the testing data to obtain the classification results. For the training data 

used, there are 20 respondent data points. 

Table 2. Testing Data 

Respondents Location Product Quality Service Cleanliness Parking 

Respondent01 Hard to Reach Not Good Not Friendly Not Clean Narrow 

Respondent02 Easy to Reach Good Friendly Clean Narrow 

Respondent03 Easy to Reach Good Friendly Clean Wide 

Respondent04 Easy to Reach Good Friendly Clean Wide 

Respondent05 Hard to Reach Good Friendly Clean Wide 

Respondent06 Easy to Reach Good Friendly Clean Wide 

Respondent07 Easy to Reach Good Friendly Clean Wide 

Respondent08 Hard to Reach Not Good Not Friendly Clean Narrow 

Respondent09 Easy to Reach Not Good Friendly Clean Wide 

Respondent10 Hard to Reach Good Not Friendly Not Clean Narrow 

Respondent11 Easy to Reach Good Friendly Clean Wide 

Respondent12 Easy to Reach Good Not Friendly Clean Wide 

Respondent13 Hard to Reach Not Good Friendly Not Clean Narrow 

Respondent14 Easy to Reach Good Friendly Clean Wide 

Respondent15 Easy to Reach Good Friendly Clean Wide 

Respondent16 Easy to Reach Good Friendly Clean Wide 
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Respondent17 Hard to Reach Not Good Not Friendly Not Clean Narrow 

Respondent18 Easy to Reach Good Friendly Not Clean Wide 

Respondent19 Easy to Reach Good Friendly Clean Wide 

Respondent20 Easy to Reach Good Friendly Clean Wide 

Respondent21 Easy to Reach Not Good Friendly Clean Wide 

Respondent22 Easy to Reach Good Friendly Clean Wide 

Respondent23 Hard to Reach Not Good Not Friendly Not Clean Narrow 

Respondent24 Easy to Reach Good Friendly Clean Wide 

Respondent25 Hard to Reach Not Good Not Friendly Not Clean Narrow 

Respondent26 Easy to Reach Good Friendly Clean Wide 

Respondent27 Easy to Reach Good Friendly Clean Wide 

Respondent28 Easy to Reach Good Friendly Clean Wide 

Respondent29 Easy to Reach Good Friendly Clean Narrow 

Respondent30 Easy to Reach Good Friendly Clean Wide 

Respondent31 Easy to Reach Not Good Not Friendly Not Clean Narrow 

Respondent32 Easy to Reach Good Friendly Clean Wide 

Respondent33 Easy to Reach Good Friendly Clean Wide 

Respondent34 Easy to Reach Good Friendly Not Clean Wide 

Respondent35 Easy to Reach Good Friendly Clean Wide 

Respondent36 Easy to Reach Good Friendly Clean Wide 

Respondent37 Easy to Reach Good Friendly Clean Wide 

Respondent38 Hard to Reach Good Friendly Clean Wide 

Respondent39 Easy to Reach Good Friendly Clean Wide 

Respondent40 Easy to Reach Good Friendly Clean Wide 

Respondent41 Easy to Reach Good Friendly Clean Wide 

Respondent42 Easy to Reach Good Friendly Clean Wide 

Respondent43 Easy to Reach Good Friendly Clean Wide 

Respondent44 Easy to Reach Good Friendly Clean Wide 

Respondent45 Easy to Reach Good Not Friendly Clean Wide 

Respondent46 Easy to Reach Good Friendly Clean Wide 

Respondent47 Hard to Reach Not Good Not Friendly Not Clean Wide 

Respondent48 Hard to Reach Not Good Not Friendly Not Clean Narrow 

Respondent49 Hard to Reach Not Good Not Friendly Not Clean Narrow 

Respondent50 Easy to Reach Good Friendly Clean Wide 

Table 2 shows the testing data used in this study. The data used is 50 sample data points. Testing 

data is sample data used to be classified using the KNN method. So this data will later be processed in data 

mining using the KNN method. 

  
Fig 1. Design of a Data Classification Model 
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Figure 1 is a workflow that illustrates the data classification process using the KNN algorithm to 

analyze people's shopping interests in supermarkets. The figure shows two nodes labeled "File" and "File 

(1)," respectively. These nodes represent raw data sources imported from external files, which are likely to 

be shopping history data or supermarket customer preferences. This data is then converted into a data table 

so that it can be processed further. After the data is imported, the file is converted into a "data table," which 

means that the data has been organized into a table for further analysis. In this table, each row may represent 

one sample (e.g., one customer), and each column represents a feature or attribute (e.g., shopping frequency, 

products purchased, etc.). The "kNN" node is the core of the classification process, where the KNN 

algorithm is applied. The KNN algorithm works by identifying several nearest neighbors of a sample based 

on feature distance, then making predictions based on the majority of the nearest neighbor classes. At this 

stage, the kNN model is trained using the imported data. Data from the "Data Table" was previously used to 

build a KNN model that aims to predict the class or category of people's shopping interests.  

After the KNN model is trained, the "Predictions" node is used to generate predictions for new data 

or data whose class is unknown. These prediction results are the output of the KNN model, indicating where 

the new data sample should be classified based on its features. The figure shows two different "Data Table" 

nodes, namely "Data Table (1)" and "Data Table (2)". "Data Table (1)" may store the original unprocessed 

data, while "Data Table (2)" contains the data that has been predicted by the KNN model. This node is used 

to view or analyze the prediction results and compare them with the original data. The last node is "Save 

Data," which indicates that the prediction results are saved in a file. This allows the user to save the 

prediction data that can be used for further analysis or reporting research results. This workflow illustrates 

the complete classification process from input data to saving the prediction results, with an emphasis on 

using the KNN algorithm to understand people's shopping interests in supermarkets. 

   

 
Fig 2. Confusion Matrix 

Figure 2 shows the confusion matrix used to measure the performance of the classification model, in 

this case, the KNN algorithm. Let's explain each part of this confusion matrix in full and in detail and do an 

in-depth analysis. The "Predicted" column shows the prediction results of the KNN model. There are two 

prediction categories: interest and not interest. The left row of the matrix shows the actual label or real class 

of the data being tested, which is also divided into two categories: interest and not interest. True Positive 

(TP) is the number of cases where the model predicts "interest," and in fact it is "interest.". This means that 

out of 42 cases that are truly interesting, 39 of them are correctly predicted by the model. False Negative 

(FN) is the number of cases where the model predicts "not interested," but in reality it is "interested.". There 

are three cases where the model incorrectly predicts customers who are actually interested as not interested. 

False Positive (FP) is the number of cases where the model predicts "interest," but in reality it is "not 

interested." There are 3 cases where customers who are actually not interested are predicted by the model to 

be interested. True Negative (TN) is the number of cases where the model predicts "not interested," and in 

fact it is "not interested." There are 5 cases where the model correctly predicts that a customer is not 

interested. 
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Fig 3. Evaluation Matrix 

Figure 3 shows the performance evaluation matrix of the KNN algorithm in analyzing people's 

interest in shopping at supermarkets. This matrix is used to assess the performance of the KNN classification 

model by displaying four main evaluation metrics: accuracy, precision, recall, and F1-score. Accuracy is a 

measure that shows the percentage of total correct predictions compared to the overall predictions made by 

the model. In this context, an accuracy of 88% indicates that the KNN model successfully classifies 88% of 

all tested cases. Although 88% accuracy is considered quite good, it also means that there are 12% wrong 

predictions. However, accuracy alone is not enough to fully understand the performance of the model, 

especially if the dataset is imbalanced. Precision measures the accuracy of the positive predictions made by 

the model, namely how many of all samples predicted as "interest" are actually "interest.". High precision 

(92.86%) indicates that the model rarely provides incorrect "interest" predictions. High precision indicates 

that the KNN model is very good at identifying customers who are truly interested in shopping at 

supermarkets, and only a few cases are incorrectly predicted as interested when in fact they are not. Recall 

measures the ability of the model to find all true positive samples, i.e., how many of all samples that are truly 

“interesting” were successfully found by the model. A recall value of 92.86% indicates that the model is able 

to identify most of the interested customers.  

The high recall indicates that the KNN model is effective in detecting almost all of the true “interest” 

cases, with only a few cases missed. F1-score is a measure of the harmony between precision and recall. It is 

an important metric when we want to consider both simultaneously, especially in the context of an 

imbalanced dataset. An F1-score of 92.86% indicates a good balance between precision and recall. A high 

F1-score indicates that the KNN model has a solid and balanced performance in identifying customers who 

are interested in shopping, both in terms of prediction accuracy and detection coverage.From the research 

results, we can see that the KNN model used in this study shows very good performance with evaluation 

metrics that are close to perfect, except for slightly lower accuracy. The high precision, recall, and F1-score 

indicate that the model is very effective in classifying customer shopping interests in supermarkets. The 

difference between the accuracy value (88%) and other metrics (92.86%) may indicate that although the 

model has good performance in detecting the "interest" class, there are still some cases that may cause a 

decrease in accuracy. This could be due to the small number of "not interested" cases, which affect the final 

accuracy results. In the case of an imbalanced dataset, precision, recall, and F1-score become more 

representative metrics than accuracy. With equally high precision, recall, and F1-score, this model shows a 

good balance between avoiding false positives and identifying all true positives.  

This is especially important in applications where misclassification can have negative impacts, such 

as in shopping recommendations. Although 88% accuracy is still considered good, there is room for 

improvement, for example, through adjusting KNN parameters, using feature selection techniques, or even 

combining KNN with other algorithms to improve the prediction of more difficult classes. This evaluation 

matrix provides an excellent performance picture of the KNN model in classifying people's shopping 

interests in supermarkets. The high precision, recall, and F1-score values indicate that this model is very 

http://ijstm.inarah.co.id/index.php/ijstm/about/submissions


International Journal of Science, Technology & Management                                                                                     ISSN: 2722 - 4015 
 

http://ijstm.inarah.co.id 

1258 
 

reliable in predicting shopping interest, with a good balance between detecting interested customers and 

avoiding false positive predictions. 88% accuracy is a strong indicator, although slightly lower than other 

metrics, but this does not reduce the reliability of the model in the tested application. 

 

IV.  CONCLUSION  

This study aims to apply the KNN algorithm to analyzing people's interest in shopping at 

supermarkets. The KNN algorithm used in this study showed very good performance, with an accuracy of 

88% and precision, recall, and F1-score all reaching 92.86%. This shows that KNN is effective in classifying 

people's shopping interest data at supermarkets. These results reflect that this model is able to distinguish 

well between customers who are interested and not interested in shopping, making it a reliable tool for 

consumer behavior analysis in this context. The resulting confusion matrix indicates that the model is able to 

identify the majority of customers who are interested in shopping with few errors in classification. There are 

only a few cases of false positives and false negatives, indicating that the model rarely makes errors in 

positive and negative classification. The reliability of this model is mainly seen in its high precision, which 

means that the model makes very few errors in identifying customers who are truly interested. With 

evaluation results showing high performance, the KNN algorithm can be implemented as part of a 

recommendation system or customer segmentation in supermarkets.  

This can help in making business decisions related to marketing strategies and more targeted product 

offerings.Although the evaluation metrics show good results, it is important to consider the possibility of 

class imbalance in the dataset used. Further research can explore techniques such as oversampling or 

undersampling to address data imbalances, as well as the use of additional metrics such as ROC-AUC for a 

more holistic evaluation. To improve the accuracy of the already good model, researchers can explore 

techniques such as feature selection or dimensionality reduction (e.g., using PCA) to further improve the 

model's performance. In addition, adjusting KNN parameters, such as the number of nearest neighbors (k), 

can also be explored to find a more optimal configuration. Future research can expand the scope of the data 

by including other variables that may affect people's shopping intentions, such as promotions, customer 

loyalty, or online shopping behavior. With richer data, predictive models can be more accurate and provide 

deeper insights. 
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