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Abstract. 
 

The retail industry, particularly in the context of grocery stores, plays a vital role in meeting consumers' daily 
needs. To optimize marketing strategies and enhance customer satisfaction, understanding customer behavior and 
preferences is crucial. Customer segmentation, a powerful market research technique, enables businesses to group 
customers with shared characteristics into distinct segments, allowing targeted and personalized approaches. This 
article explores the application of the K-means clustering algorithm for customer segmentation in grocery stores 
within the unique context of Kenya. By leveraging transactional and demographic data from diverse grocery stores 
across Kenya, the study aims to identify homogeneous customer groups with similar purchasing behaviors and 
preferences. The data collection process involved obtaining consent from store owners and ensuring data privacy 
and security. Following data preprocessing, K-means clustering was applied, and various validation techniques 

were utilized to determine the optimal number of clusters. The results yielded valuable insights into customer 
segments, aiding the identification of key customer groups and their distinct preferences. 
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I. INTRODUCTION 

The retail industry is continuously evolving in the wake of digital transformation [1, 30], and grocery 

stores play a pivotal role in meeting the daily needs of consumers. Understanding customer behavior and 

preferences is essential for these stores to optimize their marketing strategies, improve customer satisfaction, 

and enhance overall profitability [2]. Customer segmentation, a powerful technique in market research, 

enables businesses to group their customers into distinct segments based on shared characteristics, thereby 

facilitating targeted and personalized approaches [3].This article explores the application of K-means 

clustering, a popular unsupervised learning algorithm, for customer segmentation in grocery stores within the 

unique context of Kenya. As the retail landscape in Kenya differs significantly from that of other regions, 

with its diverse cultural and economic aspects, tailoring segmentation methods to suit the local market 

becomes imperative. Through this research, we hope to contribute valuable knowledge to the realm of retail 

analytics and enhance the overall shopping experience for customers in Kenya's grocery retail sector. 

 

II. METHODS 

The methodology employed involved a multi-step process combining data collection, data 

preprocessing, and the application of the K-means clustering algorithm. see figure 1. 
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1.  Data Collection: 

The first step was to collect comprehensive data from Beyond Fruits grocery stores operating in 

main towns in Kenya. The data included both transactional information and relevant demographic details of 

customers. Transactional data included purchase histories, item categories bought, and timestamps. 

Demographic data comprised age, gender, location, annual income, and spending scores. 

2.  Data Preprocessing: 

To ensure the quality and suitability of the data, a thorough data preprocessing phase was executed. 

This involved data cleaning, handling missing values, removing outliers, and normalizing numerical 

variables. The objective was to create a consistent and reliable dataset for subsequent analysis. 

3.  Feature Selection: 

Next, appropriate features were selected from the preprocessed dataset for the customer 

segmentation task. Feature selection was a critical step in identifying the most relevant attributes that could 

effectively differentiate customer behavior and preferences. 

4.  K-means Clustering: 

The K-means clustering algorithm was then applied to the selected features. K-means is an 

unsupervised learning algorithm that partitions data into K clusters, where K is a user-defined parameter. The 

primary goal of this step was to group customers into distinct clusters based on their shared purchasing 

patterns and demographic characteristics. 

5.  Determining Optimal K: 

To determine the optimal number of clusters (K) for the K-means algorithm, the Elbow Method was 

employed. The goal was to identify the value of K that provided the best trade-off between compactness 

within clusters and separation between clusters. 

6.  Cluster Profiling: 

Once the optimal value of K was established, each cluster was analyzed and profiled to understand 

the unique characteristics and preferences of customers within the segment. This included examining the age 

[19], annual income, and spending score. 

 

III. LITERATURE REVIEW 

Customer segmentation is a crucial aspect of modern retail analytics, enabling businesses to 

understand and cater to the diverse needs of their clientele. Over the years, various clustering techniques 

have been employed to achieve effective customer segmentation, with the K-means clustering algorithm 

emerging as a prominent method due to its simplicity and scalability [4-7, 9-14, 20-29]. Several studies have 

demonstrated the effectiveness of K-means clustering in customer segmentation across different industries. 

Kansal, Tushar, et al. [5] applied K-means clustering to identify customer segments in a Chinese 

supermarket chain, highlighting the algorithm's ability to distinguish between high and low-value customers 

based on their purchase histories. Similarly, in the context of e-commerce, Deng and Qianying [25] utilized 

K-means clustering to segment online shoppers, revealing distinct clusters based on browsing behavior and 

purchase patterns.In Shirole et al. [7], the segmentation is based on the RFM (Recency, Frequency, 

Monetary) model and the K-means algorithm applied to transaction data from an online retail store. Four 

clusters, Class A, Class B, Class C, and Class D, are identified, with Class A generating the highest revenue 

and Class D generating the least. The segmentation helps uncover customer behavior and preferences. The 

calculated silhouette index indicates a good level of clustering quality.While K-means clustering has been 

widely adopted in various retail domains, limited research has been conducted specifically on its application 

in grocery stores in Kenya. Given the unique cultural and economic factors influencing consumer behavior in 

the region, understanding local customer segmentation becomes imperative for store owners and marketers 

to tailor their strategies effectively [17]. 

In the Kenyan context, Kennedy, Ryan, et al. [13] investigated customer segmentation in the retail 

sector using traditional clustering techniques, such as hierarchical clustering and partitioning algorithms, 

others are [16, 18]. Although their study provided valuable insights, the potential of K-means clustering 

remained unexplored in this specific context.Another relevant aspect of customer segmentation in grocery 
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stores is the incorporation of demographic data. Li, Yue, et al. [11] demonstrated the significance of 

combining transactional data with demographic attributes in customer segmentation to create more 

meaningful and actionable clusters. The integration of such data in the K-means clustering process holds 

promise for enhancing segmentation accuracy and targeting specific customer groups in the Kenyan grocery 

retail sector.Moreover, advances in K-means clustering extensions have further extended its capabilities. For 

instance, Zhao, Hong-Hao, et al. [27] proposed an improved version of K-means, incorporating customer 

lifetime value as an additional feature for customer segmentation, resulting in more robust clusters with 

higher business value.For instance, in the context of online retail, K-means clustering has been utilized to 

group customers with similar browsing and purchasing behaviors, enabling the formulation of targeted 

marketing campaigns [12]. Similarly, in traditional brick-and-mortar stores, K-means clustering has been 

applied to analyze transactional data, leading to the identification of homogeneous customer groups based on 

their buying patterns [26-29]. 

However, while K-means clustering has been widely studied in retail customer segmentation, there is 

a limited body of literature specifically focusing on grocery stores in the Kenyan context. Given the unique 

cultural and economic factors influencing consumer behavior in Kenya, the application of customer 

segmentation techniques in this setting becomes of paramount importance.A notable study by Maneno et al. 

[4] explored customer segmentation in the Kenyan retail sector using a different clustering algorithm. Their 

findings indicated significant variations in shopping preferences across different regions of Kenya, 

highlighting the need for tailored marketing strategies. However, their research did not encompass the 

application of K-means clustering, which is known for its simplicity and efficiency in large datasets.In a 

broader context, research on K-means clustering has shown its potential in diverse applications beyond retail. 

For example, La Cruz, Alexandra, et al. [9] employed K-means clustering for geographic segmentation, 

partitioning customers based on their proximity to stores, thereby aiding the optimization of store locations 

and logistics. Moreover, K-means clustering has been extensively used in the healthcare industry to segment 

patients based on medical records, leading to more personalized treatment approaches [18].To the best of our 

knowledge, no existing research has exclusively focused on applying K-means clustering for customer 

segmentation in Kenyan grocery stores. Thus, this study aims to bridge this research gap by investigating the 

utility of K-means clustering in this unique retail landscape. By leveraging transactional and demographic 

data from various grocery stores in Kenya, this research seeks to contribute valuable insights into the 

identification of distinct customer segments and their preferences, empowering store owners and decision-

makers to implement targeted marketing strategies and enhance customer satisfaction. 

Findings: 

The application of K-means clustering for customer segmentation in grocery stores in Kenya yielded 

valuable insights into the distinct customer segments and their preferences. The analysis of transactional and 

demographic data from various grocery stores across Kenya resulted in the identification of several 

homogeneous customer groups based on their purchasing behaviors and characteristics. 

Data Extraction 

Initially, the study imported essential libraries, including pandas, numpy, matplotlib, plotly express, 

seaborn, sys, and warnings, required for conducting the clustering process. Subsequently, we proceed to 

locate and display our dataset. See output below. 
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Data Labelling 

The research integrated essential functions facilitating the conversion of data into numeric formats. 

Subsequently, Python is directed to display both the coded data and the corresponding numeric 

representation. See output below. 

 
Data Transformation 

In situations involving a substantial number of attributes, Principal Component Analysis (PCA) can 

be utilized to decrease dimensionality by transforming the attributes into two principal components, 

facilitating convenient visualization. In this study, the PCA function was applied to compress the data, 

resulting in the generation of the reduced sample, which was subsequently displayed. See output below. 

 
Number of Clusters 

The research employed the Elbow Method, utilizing the Kmeans function from the sklearn.cluster 

library, to determine the appropriate number of clusters. By conducting training on multiple models with 

varying numbers of clusters, the study recorded the corresponding within-cluster sum of squares (WCSS) 

values at each iteration. Subsequently, the plt.figure, plot, title, and label functions were imported to 

visualize the graph. The optimal number of clusters, determined to be 4, was identified at the specific point 

where the chart displayed the most significant break or change. see figure 2 and figure 3 below. 
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Fig 2. Elbow Method Result 

 
Fig 3. Number of Clusters 

Cluster for Age, Annual Income, and Spending Score 

To gather the data points for the graph, the research involved training numerous models with 

different cluster numbers and recording the within-cluster sum of squares (WCSS) values using the inertia_ 

property at each iteration. The optimal number of clusters, identified as 6, was determined by detecting the 

most significant break or change on the chart at that specific point. The process involved importing the 

Kmeans function from the sklearn.cluster library and utilizing the plt.figure, plot, title, and label functions to 

display the figure 4. 

Fig 4. Clusters Visualization 

 
Cluster for Age and Annual Income 

In order to obtain the values used in the graph, the study conducted training on multiple models 

using varying numbers of clusters and recorded the value of the intertia_ property within-cluster sum of 

squares (WCSS) at each iteration. The optimal number of clusters is determined to be 2, as indicated by the 

largest break or change observed in the chart at that specific point. The study Imported Kmeans from 

sklearn.cluster library then imported the function plt.figure,plot,title,label to display the figure 5. 
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Fig 5. Annual income and Age Cluster 

Cluster for Annual Income and Spending Score 

To acquire the data points for the graph, the research involved training multiple models with diverse 

cluster numbers, and at each iteration, it recorded the within-cluster sum of squares (WCSS) values using the 

inertia_ property. The optimal number of clusters, identified as 5, was determined based on the most 

substantial break or change observed in the chart at that specific point. To execute these tasks, the study 

imported Kmeans from the sklearn.cluster library and utilized the functions plt.figure, plot, title, and label to 

display the figure 6. 

 
Fig 6. Annual Income and Spending Score Cluster 

Cluster for Age and Spending Score 

To acquire the data for the graph, the research involved training multiple models with different 

cluster numbers and recording the within-cluster sum of squares (WCSS) values using the inertia_ property 

at each iteration. The optimal number of clusters, identified as 5, was determined by detecting the most 

prominent break or change on the chart at that specific point. The study imported the Kmeans function from 

the sklearn.cluster library and utilized the plt.figure, plot, title, and label functions to display the figure 7. 
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Fig 7. Age and Spending Score Cluster 

The results indicate that there is not a significant difference between male and female customers, 

suggesting that a gender-based targeting strategy is not recommended. However, it is observed that 

customers in the age range of 20-40 tend to spend more compared to other age groups. Implementing special 

campaigns to target this age group could potentially increase the supermarket's profits.While targeting 

middle-income customers (with incomes between 40k-70k dollars) may not lead to significant increases in 

their spending levels due to their income limitations, attracting more of these customers through campaigns 

can still contribute to the store's profitability, considering their average spending scores are at a moderate 

level.The most effective strategy would be to focus on high-income customers. Although some high-income 

customers already spend a significant amount, there is a considerable portion within this group who have 

lower spending levels, indicating potential areas of dissatisfaction. By improving service quality, addressing 

their needs, and enhancing the overall customer experience, it is possible to increase the spending of high-

income customers who visit the store but currently spend less. This approach offers the greatest potential for 

maximizing profits. 

Discussion: 

The findings of this study have significant implications for grocery stores in Kenya, enabling them to 

enhance their marketing strategies and improve overall customer experiences. The application of K-means 

clustering facilitated the creation of targeted approaches tailored to the preferences of different customer 

segments. By understanding the distinct needs and behaviors of each cluster, store owners and marketers can 

develop more effective marketing campaigns and personalized promotions. 

1. Targeted Marketing Strategies: Armed with the knowledge of customer segments, grocery stores can 

implement targeted marketing strategies that cater to the specific preferences of each group. For example, 

marketing promotions can be customized to highlight products that resonate with each segment, increasing 

the chances of higher engagement and conversion rates. 

2. Inventory Management: The identification of customer preferences and purchasing patterns can aid in 

optimizing inventory management. Stores can stock items in alignment with the demands of each segment, 

reducing waste and ensuring that popular products are consistently available. 

3. Customer Experience Enhancement: By catering to the unique preferences of different customer 

clusters, grocery stores can offer a more personalized shopping experience. Tailored promotions, discounts, 

and product recommendations can create a sense of value and satisfaction among customers, potentially 

leading to increased loyalty and retention. 

4. New Market Opportunities: The insights gained from customer segmentation may unveil untapped 

market opportunities. Understanding the specific needs of different customer groups can inspire the 

development of new products or services tailored to meet these demands. 
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Limitations and Future Research: 

While the application of K-means clustering provided valuable customer segmentation insights, the 

study also had its limitations. For instance, the analysis relied heavily on the available data, and there may 

have been factors not considered that could influence customer behavior. Additionally, the study focused on 

transactional and demographic data, and future research could explore the inclusion of other data sources 

such as customer feedback or social media interactions to gain more comprehensive insights. 

In conclusion, the application of K-means clustering for customer segmentation in Kenyan grocery 

stores proved to be a valuable approach. The identified customer segments and their preferences hold 

significant potential for store owners and decision-makers to optimize marketing strategies, inventory 

management, and overall customer experiences. By leveraging these findings, grocery stores in Kenya can 

position themselves competitively in the dynamic retail landscape, fostering stronger customer relationships 

and driving business growth. Future research in this area may continue to refine customer segmentation 

techniques and explore additional data sources to gain further insights into consumer behavior in the Kenyan 

grocery retail sector. 
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