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Abstract. 
 

Since 2008, tax revenue has failed to reach the target set in the State Budget each year. Until 2021, tax revenue 
managed to reach the target that had been targeted in the 2021 state budget. In the midst of improving tax 
revenue, towards the end of February 2023, a case involving the son of a Directorate General of Taxes (DGT) that 
made the father called by the Corruption Eradication Commission (CEC) to be asked for an explanation of his 
assets. After the case, there were many calls in the community to stop paying taxes, which was assessed by Tauhid 
Ahmad as Executive Director of Indef as a form of decreased trust in tax collecting institutions. This can affect the 
amount of revenue from taxes because trust in the government is one of the factors that tend to affect public 
compliance in paying taxes. Which can affect the amount of revenue from taxes because trust in the government is 

one of the factors that tend to affect public compliance in paying taxes. One of the crowded calls is the pros and 
cons of the tax boycott movement on Twitter. With the pros and cWith the pros and cons of the movement that can 
affect tax revenues on Twitter social media, an assessment based on sentiment analysis is needed which is divided 
into positive, neutral, or negative categories. Sentiment analysis in this research is carried out using three 
variations of Naïve Bayes assisted by the TF-IDF word weighting model, namely Gaussian Naïve Bayes, 
Multinomial Naïve Bayes, and Bernoulli Naïve Bayes. Then Confussion Matrix is used to evaluate the model by 
obtaining the accuracy, precission, recall, and f1-score values and the use of Synthetic Minority Oversampling 
Technique (SMOTE) to handle unbalanced data. The results of this study on unbalanced data, the implementation 
of Bernoulli Naïve Bayes using the SMOTE technique on a dataset comparison of 80:20 resulted in better 

performance than the variations of Gaussian and Multinomial Naïve Bayes with accuracy results of 91.03%, 
precision, 71.11%, recall 71.43%, and f1-score of 71.18%. 
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I. INTRODUCTION 

Indonesia is one of the countries whose most revenue comes from taxes. This can be seen from Sri 

Mulyani Indrawati's statement as Minister of Finance at the 2022 State Budget Realization Press Conference 

on January 3, 2023 which said that the 2022 State Budget was realized at IDR 2,626.4 trillion or 115.9\% of 

the target, where tax revenues managed to reach IDR 1,717.8 trillion or 115.6\% of the tax target and became 

the largest income compared to customs and excise revenues and state revenues from non-tax [1]. However, 

achieving the tax revenue target requires a long wait. Since 2008, tax revenue has not been able to reach the 

target that has been targeted in each year. Until tax revenue was able to reach the target in 2021, which was 

recorded at IDR 1,277.5 trillion or equivalent to 103.9\% of the tax revenue target, according to the revenue 

collected by the Directorate General of Taxes of the Ministry of Finance [2]. The amount of income from 

taxes certainly cannot be separated from the compliance of the taxpayer itself. Voluntary compliance is 

highly preferable as it eliminates the necessity for extensive supervision expenses while encouraging 

cooperative and efficient environment beneficial for both tax authorities and taxpayers. Which is the 

voluntary taxpayer compliance is influenced by several factors, such as trust, fairness of the tax system and 

the scale of power of the tax authority [3].Towards the end of February 2023, Indonesian people were 

shocked by the persecution case committed by the son of an official of the Directorate General of Taxes 

(DGT) to the son of the central board of GP Ansor. The case was first publicized on February 21, 2023 by 

one of the social media twitter users [4].  

Along with the revelation of the persecution case, the communiity of social media users 

enthusiastically revealed the Tiktok account of the perpetrator who likes to show off his assets. On February 

22, 2023, the identity of the perpetrator's father and his assets were revealed, which in the 2021 LHKPN 

reached IDR 56.1 billion. Then the father of the persecutor, who is an official of the Directorate General of 
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Taxes (DGT), was called by the Corruption Eradication Commission (CEC) to be asked for an explanation of 

these assets on March 1, 2023. The case involving this tax official led to his dismissal on March 8, 2023 and 

was charged with violating Law of the Republic of Indonesia Number 20 of 2001 concerning Amendments 

to Law Number 31 of 1999 concerning Eradication of Corruption on April 3, 2023[5].Following the case 

against the tax officer, a significant number of community members advocated refraining from tax payments, 

which was considered by Tauhid Ahmad as the Executive Director of the Institute for Developments of 

Economics and Finance (Indef) as a form of decreased trust in tax collection institutions [6]. One of the calls 

that has emerged in the community is the boycott movement to pay taxes on Twitter, because people feel that 

tax money is misused for the spree of unscrupulous officials or the families of tax officials themselves [7]. 

However, there are also many people who oppose the boycott of paying taxes because it is the same as not 

supporting national development in various fields. This phenomenon can threaten the tax collection 

institutions, considering that trust is an important factor in taxpayer compliance in paying taxes. Twitter 

functions as a microblog that facilitates its users to upload and share their expressions, opinions, and 

suggestions through 280-character messages known as "tweets", which can be factual information, opinions, 

expressions, sentiments, or emotions [8].  

Twitter is also used by the general public to express their opinions on public topics and voice their 

complaints against a business or government institution. In addition, Twitter is a hub where huge amounts of 

data generated by users, with it being recorded that Twitter users generate 12 Gigabytes of data every day 

[9]. With the large amount of data on the Twitter platform, it can be sorted and used as suitable research 

material.Sentiment analysis is one of the research field that can be done on data spread on Twitter, which is 

has become an increasingly popular field of research. Sentiment analysis is one of the fields of Natural 

Language Processing (NLP), which is a process of automatically extracting, processing, and understanding 

unstructured text data to obtain information and sentiments contained in an opinion sentence that can be 

applied to opinions in various fields such as economics, politics, social issues, and law [10]. In conducting 

sentiment analysis research, there are several challenges involved such as computational cost, informal 

writing, language variations, and certain types of sentiment structure that occur more frequently. One 

particular type of sentiment structure is unstructured sentiment, which comprises informal and free-flowing 

writing without being restricted by any rule [11]. This is certainly related to the data found on Twitter, given 

that users can write and upload anything without any restrictions.Previous research involving collecting data 

from Twitter users conducted by Riyanto and his colleagues. In their study, they utilized a Linear Kernel 

Support Vector Machine as their classification model. 

 The results of the research indicated that the linear kernel Support Vector Machine model achieved 

an accuracy rate of 84.4%, precision of 86.2%, recall of 97%, and an F1-score of 88.7% [12].There is similar 

research regarding the application of Naive Bayes to sentiment analysis research about depression disorder 

involving data from Twitter. This research, which was conducted in 2023 used three variations of Naive 

Bayes as a classification model, namely Gaussian Naive Bayes, Multinomial Naive Bayes, and Bernoulli 

Naive Bayes. The research concluded that the Multinomial Naive Bayes variation yielded the highest 

accuracy at 90.13\%, followeed by Gaussian Naive Bayes at 88.37\%, and Bernoulli Naive Bayes in the last 

ranking with an accuracy score of 85.36\% [13]. In several studies, the Naive Bayes algorithm has also been 

observed to outperform the Support Vector Machine (SVM) algorithm. For instance, in a study conducted in 

2020, the Naive Bayes algorithm demonstrated superiority over the Support Vector Machine (SVM) and K-

NN algorithms, achieving an accuracy rate of 80.90\% [14].Based on the outlined problem background, a 

study was conducted to analyze Twitter social media users sentiments in Indonesia regarding their interest in 

paying taxes. This research aims to determine and find the best performance results among the three variants 

of the Naive Bayes method in understanding the sentiment of public opinion that is widely expressed on the 

Twitter platform following a case involving tax officials that has the potential to reduce taxpayers' trust in the 

tax collection institution. In addition, this research was conducted in the hope that it could be useful for the 

Indonesian government in making decisions. 
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II.  METHODS  

 This research collects posts spread on the Twitter social media platform regarding Indonesian users' 

intentions to pay their taxes. Subsequently, the gathered data will be analyzed using three variants of Naive 

Bayes, and the performance of each variant will be evaluated. The various steps of this research method are 

elucidated in the following subsections. 

A. Crawl Data 

 Crawl data is the first method in this research, where data will be collected from the Twitter social 

media platform containing predefined keywords, namely "stop bayar pajak," "berhenti bayar pajak," "stop 

pajak," "tetap bayar pajak," and "tetep bayar pajak" uploaded from February 21, 2023, to April 3, 2023. Data 

collection is automated using two scraping tools, namely Tweet-Harvest and the Snscrape library. The 

obtained data will be stored and merged into a Comma-Separated Values (CSV) file. The results carried out 

from crawling data obtained a total amount of data as much as 2617 data. 

B. Labeling 

 After obtaining data in the data crawling step, the process continues with the labeling stage for that 

data. In labeling the data, there are two methods to carry out this process: manual labeling and automatic 

labeling. Each labeling method has its own advantages and disadvantages. Manual labeling produces more 

accurate data because humans can distinguish sentiments effectively. However, for a large amount of data, 

manual labeling can be time-consuming. On the other hand, automatic labeling has the advantage of 

requiring less time to label a large amount of data [15].In this study, the labeling process is conducted 

manually. This is because when using automatic labeling, which can only read words in English, data that is 

entirely in Indonesian results in many misinterpretations, leading to ambiguous labeling. Manual labeling is 

carried out by seeking assistance from three colleagues to understand the meaning of the tweet data and 

assign labels as three sentiment labels, such as positive, neutral, or negative sentiment. The final label is 

determined by selecting the label with the majority ratio from the three labelers, and if the label ratio is 

balanced, the label will be neutral. The guidelines for labelers during the data labeling process are as follows: 

1) Read and understand the tweet data in the "tweet" column then label whether the tweet includes a 

Positive / Neutral / Negative label. 

2) Positive: in the form of advice or support to keep paying taxes and disagree with the movement to 

boycott taxes. 

3) Neutral: advertisements, news, questions, and greetings. 

4) Negative: in the form of calling or agreeing to the movement that boycotts taxes. 

  After labeling, from 2617 data, the final labels obtained are 295 data labeled positive, 145 data 

labeled neutral, and 2177 data labeled neutral. This shows that the data used in this study is unbalanced 

where the data contains more negative sentiment. As can be seen in Fig 1. 

 
Fig 1. Final Label 
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C. Pre-processing 

 During the crawling data of tweets from the Twitter API, the obtained tweet data possesses specific 

features, such as emoticons, user mentions, URLs, hashtags, user mentions, and other sources of noise. This 

occurs due to some intrinsic characteristics of Twitter and the common usage practices of social media. 

Therefore, pre-processing is conducted to clean the data from noise that might potentially cover an important 

information [16]. The pre-processing stage is a crucial step in obtaining classification results. This is because 

with the use of clean and specific data, the classification results can become more accurate [17]. In brief, pre-

processing is a data mining technique that involves transforming raw data into a format that is more easily 

understood by computers, thus addressing issues such as noise, data redundancy, and missing data [18]. The 

pre-processing stages used in this research are as follows: 

1) Case Folding: is carried out to transform all uppercase letters in the text data into lowercase letters. 

2) Cleaning: is performed to clean the data by removing unnecessary elements such as URLs, 

emoticons, symbols, punctuation, and usernames. 

3) Tokenizing: is performed to tokenize sentences into words. 

4) Normalization: is used to correct abbreviated or misspelled words into standard words. 

5) Stopword: is carried out to remove words that do not carry meaningful or significant meanings, 

often referred to as stop words. 

6) Stemming: is conducted to transform words with prefixes or suffixes into their base form 

D. Data Splitting 

 After organizing the data during the pre-processing stage and assigning labels in the labeling stage, 

the process continues with the train and test data splitting phase. In this stage, the structured or organized 

data will be divided into training data and testing data. The data division will be performed under three 

comparison scenarios: 80:20, 70:30, and 60:40. 

E. Feature Extraction 

Feature extraction in sentiment analysis is a crucial stage. This is because feature extraction is a 

fundamental task in a sentiment analysis process that can directly influence the performance of sentiment 

classification. The purpose of this process is to extract valuable information that depicts the essential 

characteristics of a text [11]. In other words, feature extraction is a process of searching for and extracting 

features from tweets that can explain their characteristics [19].In this research, feature extraction is 

performed using the TF-IDF technique. The Term Frequency-Inverse Document Frequency or commonly 

known by the abbreviation TF-IDF is a renowned algorithm utilized to compute the weight of text and 

digitize the text based on the frequency and inverse document frequency of a word or phrase, known as a 

feature item [20]. TF-IDF is a better way to transform the textual representation of information into the 

Vector Space Model (VSM), where Term Frequency (TF) for a specific term (t) is computed by determining 

how often the term appears in a document relative to the total number of words in that document. 

Meanwhile, (IDF) is employed to assess the significance of the term. There have been many studies that use 

TF-ID as feature extraction. This is because TF-IDF successfully outperforms other methods. As a result of 

research conducted in 2019, TF-IDF has shown 3-4\% better results than N-gram features [21]. In addition, 

in a study comparing it with BM25, TF-IDF was also able to outperform BM25 technique based on the size 

of f1-measuer [22].  

 The result of the feature extraction process using TF-IDF is a vector that represents the text, and 

each word is assigned its respective weight [19]. The formula used to calculate the TF-IDF can be seen in the 

following formula [23]: 

T F −  IDF(t𝑘)  =  tf𝑘  ∗  log 
N

dfk
 (1) 

In formula above there are several parameters such as:  

tf𝑘 = term k frequency \newline  

N = total documents \newline 

dfk = term k document frequency 

F. Apply Naïve Bayes 
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 In this research after performing feature extraction on the three comparative scenarios, the next step 

is to apply the three variants of Naive Bayes for data classification. The application begins by reading one of 

the comparative data scenarios that has undergone feature extraction. The process then proceeds by 

initializing one of the Naive Bayes variants to be used. The next steps involve classifying the training data 

using the three Naive Bayes variants: Gaussian Naive Bayes, Multinomial Naive Bayes, and Bernoulli Naive 

Bayes to train these Naive Bayes variants. As a result, at the end of the process, one of the trained Naive 

Bayes variants is obtained and can be used to predict the test data. 

 Naïve Bayes 

Naive Bayes is one of the most renowned algorithms used for sentiment analysis of text. Naive Bayes 

can outperform classification or machine learning algorithms such as K-Nearest Neighbor and Decision 

Tree. However, despite its advantages, the Naive Bayes algorithm has limitations in processing 

imbalanced text datasets or datasets with highly correlated features [24]. The Naive Bayes algorithm 

operates by forecasting future patterns derived from prior experience, which known as Bayes Theorem. 

The formula utilized in Bayes Theorem is as follows [25]: 

P(C|X) = 
P(X|C) × P(C)

P(X)
  (2) 

In formula above there are several parameters such as: 

C = the target class 

X = the data 

X = the data  

P(X) = the predictor probability (prior probability)  

P(X|C) = the probability based on the conditions of the hypothesis 

P(C|X) = hypothesis probability-based on conditions (posterior probability) 

 Gaussian Naïve Bayes 

Gaussian Naive Bayes is one of the variants of Naive bayes. It can be employed to calculate 

probabilities when the data for an attribute is continuous and consists of numeric data [25]. When 

dealing with continuous data, the common assumption is that continuous values correlated with each 

class are distributed by accessing a Gaussian distribution. In this scenario, the training data is divided 

based on classes, and the mean and standard deviation for each class are computed [26]. In the 

application of Gaussian Naive Bayes, there is a Python library that facilitates the use of this algorithm. 

The most well-known library for Gaussian Naive Bayes is Scikit-learn or Sklearn. The likelihood of the 

features is assumed to be Gaussian in this library can be observed in the formula below [27]: 

𝑃(𝑥𝑖|𝑦) =  
1

√2𝜋𝜎𝑦
2 exp (−

(𝑥𝑖−𝜇𝑦)2

2𝜎𝑦
2 ) (3) 

 Multinomial Naïve Bayes 

It is a fact that a term may be crucial in determining the sentiment of a document, where the 

multinomial model is designed to identify the term frequency, indicating how many times a term 

appears in a document. Additionally, the frequency of terms can assist in determining whether a term is 

useful for the conducted analysis or not. Therefore, Multinomial Naive Bayes becomes a suitable 

choice for document classification. However, this model has a drawback in which a term may 

sometimes appear multiple times in a document, increasing its term frequency. Simultaneously, the 

term may function as a stopword, lacking the potential to contribute meaning to the document while 

having a high term frequency. Consequently, these disruptive words need to be removed first to 

achieve maximum accuracy [28]. Multinomial Naive Bayes is one of the common variants of Naive 

Bayes extensively used in text classification, with its distribution indicated by the vector θy = (θy1 , . . . 

, θyn) for each class y, where n is the number of features represented in text classification, the size of 

the vocabulary, and θyi is the probability P(xi |y) of feature i appearing in a sample belonging to class 

y). The parameter θy is computed using a smoothed maximum likelihood estimation. The formula for 

calculating relative frequency is as follows [29]: 
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𝜃𝑦𝑖 =  
𝑁𝑦𝑖+ 𝛼

𝑁𝑦𝑖+ 𝛼𝑛
 (4) 

 Bernoulli Naïve Bayes 

Bernoulli Naive Bayes is also one variant of Naive Bayes, where this classification model operates 

efficiently with binary concepts, indicating whether an item appears or not. Bernoulli Naive Bayes 

takes a different approach from Multinomial Naive Bayes, as its methodology is only relevant in 

determining the presence of a term in the considered text [30]. The Bernoulli Naive Bayes is suitable 

for datasets in which features are expected to be binary, representing values as either ”True” or ”False” 

depending on their occurrence in a document. They can be expressed as follows [31]: 

𝑃(𝑥𝐼|𝑦) = 𝑃(𝑖|𝑦)𝑥𝑖 + (1 − 𝑃(𝑖|𝑦))(1 −  𝑥𝑦) (5) 

G. Synthetic Minority Oversampling Technique 

In this research, we will use Synthetic Minority Oversampling or commonly abbreviated as SMOTE. 

This is because the data used in this study is unbalanced data. SMOTE is a statistical technique used with the 

aim of increasing the number of cases in the data set in a balanced way. 

H. Evaluation 

The last stage in this research is evaluation. Evaluation will be conducted after the three data 

comparison scenarios have gone through the stages of applying the three Naive Bayes variants. In this 

research, the evaluation is carried out using confusion matrix for the three Naive Bayes variants in all 

comparison scenarios using a table consisting of positive, neutral, and negative classifications. The 

evaluation stage using confusion matrix is carried out to obtain accuracy, precision, recall, and F1-score 

values to assess the performance of the three Naive Bayes variants in three different data comparison 

scenarios. The Confusion Matrix is composed of detailed information regarding predicted and actual values, 

where the evaluation of performance outcomes in a classification can be assessed using the data within this 

matrix. Predicted labels are represented on the X-axis, while actual labels are depicted on the Y-axis in the 

confusion matrix [32].  

In its application to assess the performance of data classification, the confusion matrix comprises 

several elements as illustrated in Tabel I, where True Positive (TP) is generated when both human and 

method predictions are positive, and True Negative (TN) occurs when both human and method predictions 

are negative. Meanwhile, False Positive (FN) is used when the human prediction is positive, but the method 

predicts negatively, and False Positive (FP) is employed when the human prediction is negative, but the 

method predicts positively [33].When evaluating the accuracy of the performance results of a classification 

method, metrics such as accuracy, precision, and recall can be utilized as measurement values. Accuracy 

represents the degree of correctness between predicted values and actual values, and can be calculated using 

formula equation (6). Precision indicates the level of accuracy between the desired outcome by humans and 

the results of the system’s process, with its value determined by formula equation (7). The overall success 

rate of the system in the information retrieval process can be measured using recall, as outlined in formula 

equation (8). Precision and recall are employed to avoid measurement errors of deviation values and can be 

calculated using formula equation (9) [33] 

Table 1.Confusion Matrix 

  
Real Data 

  
Positive Negative 

M
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th
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d
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ti
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TP FN 

N
e
g

a
ti

v
e 

FP TN 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(T P + T N)

(T P + T N + F P + F N) 
  (6) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
T P

T P (T P + F P)
 (7) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
T P

(T P + F N) 
 (8) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
(2 × precision × recall)

(precision + recall)
 (9) 

 

III.  RESULT AND DISCUSSION  

This section will explain the experimental results of the research that has been done and analyze the 

performance results of each naive bayes variant. Experimental results and analysis will be described based 

on the scenario of comparing the division of training data and test data, namely 60:40, 70:30, and 80:20. 

A. 60:40 Data Comparison. 

In the 60:40 dataset comparison, 2617 data that has gone through the labeling and pre-processing 

stages will be split into 1570 training data and 1047 test data. Where in the training data used in training the 

three naive bayes variants are divided into 187 with positive labels, 79 data labeled neutral, and 1304 data 

labeled negative. The results of the 60:40 data sharing test without the use of SMOTE can be seen in the 

Table II.Then the trial continued by implementing the Synthetic Minority Oversampling Technique 

(SMOTE) to the training data. The use of SMOTE is given a condition to increase data with positive labels 

to 80% of the amount of majority data or negatively labeled data where positive label data increases to 1043 

data. While data with neutral labels is given a condition to increase it by 60% of the amount of negatively 

labeled data which increases neutral data to 782 data. Then the training data is used again to train the three 

variations of textitnaive bayes. The results of testing the division of 60:40 data using SMOTE can be seen in 

Table III. 

Table 2. Comparison Results Of 60:40 Dataset Without SMOTE 

Variation Accuracy F1-Score Precision Recall 

GNB 35.34% 27.24% 35.64% 30.45% 

MNB 83.38% 30.31% 27.79% 33.33% 

BNB 84.34% 38.74% 43.29% 38.58% 

Table 3. Comparison Results Of 60:40 Dataset With SMOTE 

Variation Accuracy F1-Score Precision Recall 

GNB 35.34% 27.15% 35.49% 30.45% 

MNB 86.15% 58.88% 57.45% 61.95% 

BNB 90.93% 66.97% 67.59% 67.62% 

In the two tables above, you can see the performance results of each variant. The use of SMOTE can 

clearly improve the performance of Multinomial and Benoulli Naive Bayes significantly on accuracy, F1-

Score, precision, and recall values. However, for Gaussian Naive Bayes, the best result in testing the three 

naive bayes variations in the 60:40 dataset comparison scenario is the bernoulli naive bayes that has used the 

SMOTE technique with an accuracy rate of 90.93%, f1- score of 66.97%, precision of 67.59%, and recall of 

67.62%. 

B. 70:30 Data Comparison 

In the 70:30 dataset comparison, 2617 data points were divided into 1831 training data (70%) and 

786 testing data (30%). The split training data consisted of 209 positive, 91 neutral, and 1531 negative data 

points, which were then used to train the three variations of Naive Bayes. The test results for the 70:30 

dataset comparison trial without using the SMOTE technique can be seen in Table IV. 

Table 4. Comparison Results Of 70:30 Dataset Without SMOTE 

Variation Accuracy F1-Score Precision Recall 

GNB 34.60% 27.19% 35.25% 30.81% 

MNB 82.19% 30.07% 27.40% 33.33% 

BNB 83.20% 42.14% 39.12% 39.07% 

From the table above, the performance results of the three variations of Naive Bayes are relatively 

low. Considering that F1-Score, Precision, and Recall are also important aspects in evaluating the 

performance of a classification method. Therefore, the experiment was continued by using the SMOTE 
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technique, where positive-labeled data was increased by 80% from the majority or negative data, which 

increased to 1224, and neutral data was added to 918 data, equivalent to 60% of the negative data. The 

results of the trial on the 70:30 dataset comparison using the SMOTE technique can be seen in Table V. 

Table 5. Comparison Results Of 70:30 Dataset With SMOTE 

Variation Accuracy F1-Score Precision Recall 

GNB 34.60% 27.19% 35.25% 30.81% 

MNB 85.62% 62.17% 60.27% 65.39% 

BNB 90.71% 66.41% 67.64% 67.54% 

As can be compared in both Table IV and Table V, the use of the SMOTE technique improves the 

performance of multinomial and Bernoulli Naive Bayes. However, it cannot enhance the performance of 

Gaussian Naive Bayes. From the testing conducted with a 70:30 dataset split, the best results were obtained 

by Bernoulli Naive Bayes using the SMOTE technique with an accuracy of 90.71% 

C. 80:20 Data Comparison 

In the final comparison scenario, the data is split into 2093 training data and 624 test data. The 

training data used to train the three variations of Naive Bayes consists of 237 positively labeled data, 111 

neutrally labeled, and 1745 negatively labeled data. The results of the testing in the 80:20 dataset comparison 

without using the SMOTE technique can be seen in Table VI. 

Tbale 6. Comparison Results Of 70:30 Dataset Without SMOTE 

Variation Accuracy F1-Score Precision Recall 

GNB 37.02% 30.19% 38.63% 33.05% 

MNB 82.44% 30.12% 27.48% 33.33% 

BNB 83.59% 40.37% 42.71% 40.26% 

Tbale 7. Comparison Results Of 70:30 Dataset Without SMOTE 

Variation Accuracy F1-Score Precision Recall 

GNB 37.02% 30.19% 38.63% 33.05% 

MNB 84.92% 61.96% 59.50% 65.67% 

BNB 91.03% 71.18% 71.11% 71.43% 

Meanwhile, in Table VII, the results using SMOTE are presented. The use of SMOTE increases the 

positively labeled data to 1396. Meanwhile, for neutral data in this test, it is increased to 1047. The results 

are similar to the 70:30 dataset comparison experiment, where SMOTE cannot change the performance 

results of the Gaussian Naive Bayes variation but can improve the performance of the other two Naive Bayes 

variations.The optimal outcome from the 80:20 dataset split comparison testing was observed in the 

performance of the Bernoulli Naive Bayes employing the Synthetic Minority Over-sampling Technique 

(SMOTE). This is attributed to the higher values generated when compared to the results of other testing 

scenarios. Specifically, the utilization of Bernoulli Naive Bayes with SMOTE technique yielded an accuracy 

of 91.03%, an F1- score of 71.18%, precision of 71.11%, and a recall of 71.43%. Additionally, the Bernoulli 

Naive Bayes model with SMOTE technique in the 80:20 dataset split exhibited the highest values compared 

to the two other dataset split scenarios. 

 

IV.  CONCLUSION  

The sentiment analysis of twitter social media sers on interest in paying taxes using naive bayes 

algorithm has been successfully conducted by comparing three variations of the Naive Bayes algorithm. The 

data utilized in this study were obtained through the crawling of Twitter data with the assistance of two 

scraping tools, namely tweet-harvest and snscrape. Subsequently, the data were manually labeled by three 

individuals, and the final labels were determined based on the majority vote. The collected data underwent 

preprocessing, resulting in a total of 2617 instances. The final labels were distributed as follows: 295 

instances labeled as positive, 145 instances labeled as neutral, and 2177 instances labeled as negative. Based 

on the results of experiments conducted on imbalanced data using confusion matrix evaluation, the 

implementation of Bernoulli Naive Bayes with the Synthetic Minority Oversampling Technique (SMOTE) in 

the 80:20 dataset split demonstrated superior performance compared to the Gaussian and Multinomial Naive 

Bayes variations across all three dataset split scenarios. This conclusion is drawn from the achieved 
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performance metrics, which include an accuracy of 91.03%, an F1-score of 71.18%, precision of 71.11%, 

and recall of 71.43%. The spliiting of training and testing data in the three experimental scenarios indicates 

that higher performance is obtained with an increased amount of training data. Additionally, the application 

of the SMOTE technique to imbalanced data proves beneficial in enhancing the performance of Multinomial 

Naive Bayes and Bernoulli Naive Bayes. However, it does not contribute to the performance improvement of 

Gaussian Naive Bayes. 
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